
Abstract

In this paper an interaction-oriented cognitive ar-
chitecture for the specification and construction of 
situated  systems  and  service  robots  is  presented. 
The architecture is centered on an interaction mod-
el,  called  dialogue model,  with its  corresponding 
program interpreter or  Dialogue Manager.  A dia-
logue model represents the task structure of a spe-
cific  application,  and  coordinates  interpretations 
produced by the system’s perceptual devices with 
the  system’s  intentional  actions.  The  architecture 
also supports reactive behavior, which relates con-
text  independent  input  information  with  the  sys-
tem’s rendering devices directly. The present archi-
tecture has been used for the specification and im-
plementation of fixed multimodal applications, and 
also of service robots with spoken language, vision 
and  motor  behavior,  in  a  simple,  integrated  and 
modular fashion, where the cognitive architecture’s 
modules and processes are generic, but each task is 
represented with a specific dialogue model and its 
associated knowledge structures.

1 An Interaction-oriented Cognitive Archi-
tecture

Autonomous systems capable of interacting with the world 
through language, vision and motor behavior need to be able 
to perform reactive and representational behaviors. Reactive 
behavior involves responding to world’s stimuli directly in a 
context independent manner, while representational or “in-
tentional” behavior involves assigning interpretations to the 
world’s stimuli, mostly in a context dependent manner, and 
acting upon those interpretations. Detecting and avoiding an 
obstacle and turning towards a source of sound are better 
thought of as reactive behaviors, while reasoning, planning 
and problem-solving are representational processes. React-
ive and representational behaviors can also be distinguished 
in terms of  the time elapsed from the stimulus to  the re-
sponse:  while  the  reactive  loop  is  performed  instantan-
eously, the latter can take several seconds, minutes or even 
longer periods of time. Consequently, several reactive beha-
viors  can  be  embedded  within  one  representational  loop. 

Another distinctive feature between these two kinds of be-
haviors  is  that  while  the  flow of  attention,  language and 
thought is mostly sequential, several reactive processes can 
be performed simultaneously, and the agent can be mostly 
unaware  of  performing  these  behaviors.  Yet,  despite  all 
these  differences,  representational  and  reactive  behavior 
need to be coordinated in order the agent interacts with the 
world in a coherent and robust fashion. The integration and 
coordination of these functionalities in autonomous agents 
requires the definition and construction of a congruent com-
putational framework; for this, over the last few years we 
have  been  developing  and  testing  the  Interaction-oriented 
Cognitive Architecture (IOCA). A cognitive architecture is a 
system that integrates perception, thought and action, where 
the specific knowledge of the task and domain can vary but 
the computational structures and processes remain constant 
(e.g. [Chong et al., 2007]). IOCA is oriented towards the in-
teraction between the computational agent and the world, in-
cluding  the interpretation  of  external  representations  (e.g. 
spoken  language,  text,  diagrams,  posters,  etc.).  The  in-
put-output  representational  loop  involves  the  recognition 
and interpretation of the external stimuli, the selection of the 
appropriate action by the Dialogue Manager (DM), and its 
full specification and rendering. 

Figure 1. Interaction-oriented Cognitive Architecture (IOCA)
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IOCA incorporates  a  semantic  and  a  perceptual  memory; 
this distinction corresponds loosely to the traditional distinc-
tion between semantic and episodic memory that is widely 
used  in  cognitive  psychology  and  neuropsychology 
[Tulving, 1972]. The semantic memory holds concepts, par-
ticular and general, used while carrying out the task and its 
domain. The knowledge stored in this structure has a pro-
positional character and is modality independent. We are us-
ing a logical representation with Prolog clauses in our cur-
rent implementations, but alternative schemes, like semantic 
networks or description logics, could also be used.

The  perceptual  memory,  in  turn,  stores  associations 
between modality specific internal images or “percepts” and 
their corresponding interpretations or meanings. Internal im-
ages, on the one hand, represent the sensitive characteristics 
of  the external  stimuli  and are associated to  a  perception 
modality. However, these images also capture the way the 
sensed information is structured (i.e.  the external pattern). 
For instance, an object in the world, such as a diagram, a 
map,  a  text,  etc.,  can all  be perceived through the visual 
channel. The image, however, is “seen” differently in each 
case, and stored in a particular format or code, that corres-
ponds  to  that  particular  “way  of  seeing”.  In  the  present 
framework each of these codes corresponds to a  modality; 
thus, there is a modality for each “way of seeing”, and each 
may involve one or more recognition devices (e.g. an Auto-
matic Speech Recognition (ASR) System or a vision recog-
nition machine). In addition, an internal image codifies the 
corresponding external  pattern independently of  its  mean-
ing. For instance, the product of an ASR system is an unin-
terpreted text; a SIFT vector is the product of codifying a 
visual image independent of its interpretation. Internal im-
ages  are  minimal  information  structures  aimed  to  distin-
guish the particular concept in the input from the set of par-
ticular  or  general  concepts  in  the  interpretation  context. 
Consequently,  internal  images  do  not  have  to  be  fully 
fleshed out representations of external objects (e.g., 2-D or 
3-D geometric constructions with color or texture). The pat-
terns represented through internal  images can be dynamic 
and evolve in space and time. For instance, the visual pat-
tern of a physical gesture, like “halt”, that can be codified as 
a Hidden-Markov Model [Avilés et al., 2010a]. Regular ex-
pressions  and  specialized  natural  language  grammars  are 
also  considered  as  internal  images  in  the  perceptual 
memory. In this view, particular or general concepts are as-
sociated to the regular expressions or grammars that “select” 
these concepts.

The meanings of internal images, on the other hand, are 
represented  in  a  propositional  format,  which  is  modal-
ity-independent,  and  the  expressions  representing  these 
meanings can be thought of as “tags” of the corresponding 
percepts. In this way, internal images can be interpreted as 
expressing particular or general concepts. This structure also 
permits to access concepts or interpretations via their per-
cepts and vice versa. The associations between internal im-
ages and their interpretations can be established beforehand 
when the application is developed, or dynamically when the 
concept associated with the image is provided by the human 

user at the time the image is recognized by the system in the 
interactive task.

We turn now to the description of the main representa-
tional loop. The recognition modules translate external pat-
terns sensed by the recognition devices into the correspond-
ing internal images in the corresponding modal code, mainly 
in context independent way and in a bottom-up fashion.

The interpretation module is responsible of assigning in-
terpretations or meanings to such internal images. This is a 
context dependent  process  that  takes into account  the ex-
pectations of the system that are present in the interpretation 
situation, as will be elaborated in Section 2. This process 
uses  the  perceptual  memory  and  performs  a  qualitative 
match  between  the  images  recovered  by  the  recognition 
devices and the images in the perceptual memory, which are 
stored in the same modal code. The result of the interpreta-
tion process is the “meaning” (i.e. the interpretation) associ-
ated to the external image in the interpretation context. As 
the number of associations in the perceptual memory can be 
quite large, the expectations of the current situations are also 
used as the indexes of the associations to be considered in 
specific interpretation situation. By this account, the expect-
ations not only set up the interpretation context but also se-
lect the relevant memories to be used for the particular inter-
pretation act. The recognition and interpretation levels of the 
architecture  correspond  to  the  overall  perceptual  process 
whose  purpose  is  to  assign interpretations  to  the external 
patterns  conveying  linguistic  messages  or  events  in  the 
world that are attended to and acted upon “intentionally” by 
the computational agent.

The central module in the interaction loop is the dialogue 
model with its associated program interpreter or Dialogue 
Manager (DM). This contains the specification of the task’s 
structure  and relates  expectations  and  interpretations  with 
the corresponding intentional actions. Interpretations and ac-
tions at this level are specified in a propositional format that 
is independent of the input and output modalities. 

In the output side, actions are performed as a response to 
interpretations; these can be external, like displaying an im-
age, synthesizing a text or moving a robot, but also internal, 
like performing a reasoning or  a planning task,  involving 
only the  representational  structures  of  the  system. In  this 
sense,  we  distinguish  linguistic  and  interaction  protocols, 
which  are  stated  through  the  dialogue  models,  from  the 
“thought”  processes,  which  are  internal  actions  that  are 
called upon by the dialogue model when required. Actions 
can be composite and involve a number of basic actions, 
more than one output device, and an internal and external 
part.  Dialogue models  have  also access  to  the interaction 
history, and expectations and actions can be stated dynamic-
ally in terms of the events that happened before in the cur-
rent task. Dialogue models can also access the knowledge 
stored in the semantic and perceptual memory (e.g. for het-
erogeneous  reasoning).  Finally,  the  action  protocols  spe-
cified in dialogue models are fully specified before they are 
sent to the specific rendering devices of the system.

IOCA differs from other cognitive architecture in that it is 
focused on the communication channel, and on the inclusion 



of a perceptual memory for the explicit recollection of sens-
ory  information.  IOCA also  aims  to  distinguish  the main 
communication loop involving interpretations from the cog-
nitive processes proper, and also to understand the relation 
between representational and reactive behavior. In doing so, 
IOCA focuses  on  the  questions  related  to  the  interaction 
between language, perception and thought.

2 Specification and Interpretation of Dia-
logue Models 

The central component of the cognitive architecture is the 
dialogue model –or  interaction model– through which the 
task structure and the communication protocols between the 
computational agent and the human user are specified. Dia-
logue models are defined in relation to a basic notion: the 
situation. A situation is an “intentional state” of the agent, 
which is defined in relation to the expectations of the agent 
in the situation (either possible messages with communicat-
ive  intent  produced  by  the  human  interlocutor  or  natural 
event in the world), the actions the agent should perform in 
case a specific  expectation is met,  and the situations into 
which the agent moves after performing such action. In this 
way, situations are contextualized in terms of generic inter-
action protocols. These protocols represent the structure of 
the task, and traveling from the initial to the final situation 
corresponds to performing the task successfully.

Expectations  are  the  set  of  potential  speech  acts  types 
(e.g. [Levinson, 1983]) that can be expressed by the inter-
locutor in the situation, in addition to the potential natural 
events that can occur in the world in the situation, that are 
also  handled  intentionally.  Expectations  are  expressed 
through statements involving the system  S and the human 
user U like, for instance, “S expects that  U commands S to 
make p” or “S expects that  U ask S to provide information 
q”. However, as the expectations are embedded in the proto-
cols and the corresponding actions assume this intentional 
interpretation (i.e., S makes p and S provides information q), 
the intentional statements are implicit in the interpretation 
process and only the conceptual content in the expectations 
is stated explicitly in the dialogue models (e.g. the proposi-
tions p and q in the examples above).

Speech acts are normally direct, in the sense that declarat-
ive statements are used for communicating facts or beliefs, 
interrogative  for  making  questions,  and  imperatives  for 
commands, etc., where each of these modalities of expres-
sion has a characteristic intonation. However, the basic rela-
tion between the type of intention and the modality of ex-
pression is often changed, as when a command is expressed 
through a polite question (e.g., ''Could you show me poster 
A?''),  producing  the  so-called  indirect  speech  acts,  which 
pose great challenges to the interpretation process. In order 
to interpret speech acts, either direct or indirect, we take ad-
vantage of the context present at the interpretation situation, 
and the interpretation problem is seen as what is the most 
likely intention among the expectations of the situation that 
is intended by the interlocutor.  In this sense,  expectations 
are conceived as  a priori knowledge,  while  the input  in-

formation (the actual external stimuli) is taken as evidence 
(i.e. likelihood) in favor of a particular expectation. The ac-
tual  interpretation of the input message is the “grounded” 
expectation that is best met by the input information in the 
interpretation situation.  This makes the interpretation pro-
cess as a whole have a strong Bayesian flavor. However,  a 
priori knowledge  and  likelihoods  need  not  be  numerical 
probabilities, as the “product operator” between these two is 
the  interpreter,  that  collects  the  output  of  the  recognition 
devices,  looks  up  the  relevant  percepts  in  the  perceptual 
memory, and produces the actual  interpretation, expressed 
as a grounded speech act in the dialogue model. 

Natural states and events in the world that are expected 
by  the  computational  agent  are  also  treated  intentionally, 
and are defined as expectations of the situations in which 
they are likely to occur. For instance, if a robot is standing 
in front of a door it may have the expectation that the door is 
open or that it is closed. In this case, the actual image recog-
nized visually has no communicational intent, but neverthe-
less it is an expectation that has to be acted upon intention-
ally in the context (e.g. crossing the door if it is opened or 
asking for the door to be opened otherwise). In this case, al-
though the stimulus is visual, it is subject to interpretation 
and the behavior has a representational character.

Speech acts can express propositional or conceptual con-
tent (e.g. ''Please, explain me poster A.''); can assert that the 
message  has  been  understood  as  intended  (e.g.  ''Do  you 
want me to explain poster A?''); and can maintain the com-
munication channel  so the  interlocutors  can establish and 
preserve a “common ground” (e.g. ''I didn’t hear you, can 
you say it again?'') [Clark and Schaefer, 1989]. The structure 
of practical dialogues [Allen et al., 2001] oriented to solve 
specific tasks has been analyzed with tagging schemes that 
consider  these three levels  of  speech acts  (i.e.  conceptual 
content,  agreement,  and communication) and the relations 
between a speech act and the preceding and following acts, 
which establishes a strong restriction in the structure of in-
tentional transactions [Allen and Core, 1997; Pineda  et al., 
2007]. These intuitions are also used in the specification of 
dialogue models: agreement and communications protocols 
can be stated to make sure the system and the user have a 
common ground. Also, whenever no expectation in a situ-
ation is satisfied, the system is out of context (i.e. the com-
mon ground has been lost) and invokes recovery protocols, 
stated also as dialogue models, with the purpose to set itself 
in context again. These protocols can also be used to restore 
the context when an expected natural event does not occur 
when it should.

The actions performed by the system in response to an in-
terpretation are also thought of as speech acts. For the spe-
cification  of  these  actions  we  follow  loosely  Rhetorical 
Structure  Theory  (RST)  [Mann  and  Thompson,  1988], 
where an action predicate stands for a “rhetorical structure” 
with one or more basic actions. Each basic predicate in the 
structure stands for a particular action, either internal or ex-
ternal. For instance, an explanation may involve a presenta-
tion,  an  elaboration,  a  generalization  expressed  through 
spoken  language,  and  even  an  exemplification  expressed 



through a picture or a video. Motor actions are also stated 
through rhetorical structures (e.g.  move(a,  b)).  Action pre-
dicates have to be fully specified, possibly using informa-
tion in the perceptual memory, before the corresponding ac-
tions are rendered in an output modality.

Dialogue models have a graphical  representation where 
situations are represented through nodes and situation rela-
tions are represented through directed links. Every link has a 
label of the form α:β , where  α stands for an expectation 
and β  stands for the action that is performed by the sys-
tem when the expectation  α is satisfied in the current situ-
ation  si. As a result of performing such action, the system 
moves to the situation sj at the end of the link, as illustrated 
in Figure 2. Situations can be basic, in the sense that a par-
ticular  interpretation act  takes  place at  the  situation (e.g., 
through language or vision, or both). Situations are typed, 
and there is one type of situation for each modality defined 
in  the  perceptual  memory,  so the DM considers  the situ-
ations  type  in  order  to  select  the  appropriate  recognition 
devices, with the particular modality code, to perform each 
basic interpretation act. There is also a special type of situ-
ation that we refer to as recursive, which embeds a full dia-
logue model. This expressive power permits to model com-
plex applications in a simple and modular way, where com-
posite tasks have a stack structure.  The formalism corres-
ponds  to  recursive  transition  networks (RTN),  augmented 
with functions that permit the dynamic specification of ex-
pectations,  actions  and  next  situations.  We  refer  to  this 
formalism  as  Functional-RTN  or  F-RTN  [Pineda,  2008; 
Pineda et al., 2010].

Figure 2: Graphical Representation of Dialogue Models

The  conceptual  content  in  expectations  can  be  of  three 
kinds, which are as follows:
(1) Propositional: These are concrete expectations repres-

ented with constants or saturated propositions (e.g.  a, 
p(a, b)) in the dialogue models.

(2) Predicative: These are expectations involving a limited 
form of abstraction, represented as open predicates or 
predicative functions (e.g. p(x), q(a, y)) in the dialogue 
models. To meet expectations of this kind, one or more 
parameter  needs  to  be  extracted from the  world,  and 
these become the arguments in the expression repres-
enting the interpretation. For instance, if the robot asks 
the users for his or her name, the expectation is repres-
ented as  name(x),  and the interpretation of the user’s 
reply, in case the expectation is met. For instance, ''I’m 
Peter'', is represented as  name(peter). These predicates 
are interpreted indexically in relation to the agents in-
volved in the transaction and in relation to the local spa-
tial and temporal context.

(3) Functional: These depend of the interaction history at 
the level of the interpretations, actions and situations, 
which is collected by the system along the interaction. 
In  the  present  framework,  this  “working  memory” 

structure is called the  anaphoric context. Although the 
task protocols are specified in advance through the dia-
logue  models,  expectations  and  actions  can  change 
along the task, and need to be determined dynamically 
in relation to the context. These kinds of expectations 
are  represented  through explicit  functions  in  the  dia-
logue models. These functions have the anaphoric con-
text as one of their argument, and their values are pro-
positional  or  predicative  expressions  representing  ex-
pectations. Functional expectations are evaluated first, 
and their values are passed top-down to the interpreter 
in the current interpretation act.

The next  situation in a  dialogue model’s  transition can 
also depend on the anaphoric context. In this case, the situ-
ation to which the agent has to move is represented through 
a function h whose argument is again the anaphoric context 
but its value is  the actual  next  situation.  In  Figure 3,  the 
function h is represented by a small dot, and its possible val-
ues by dashed-links.

Figure 3: Functional representation of expectations, actions and 
transitions

Situations  are  also  parametric  objects,  and  their  argu-
ments can be bound with the interpretation and action pre-
dicates’ arguments, allowing the establishment of co-refer-
ence relations between terms in the interaction structure.

The system’s intentional actions can also be proposition-
al,  predicative and functional,  and can be determined dy-
namically. Predicative actions can be defined through open 
predicates  where the free variables are bound to the situ-
ation’s  or  expectation’s  arguments  in  the  corresponding 
transition. Functional actions can be defined through expli-
cit functions, as it is with expectations and next situations.

Finally, the functions that define the described functional 
objects  can  access  information  stored  in  the  semantic 
memory,  which  can  be  considered  as  an  additional  argu-
ment. Thus, functional expectations, actions, and next situ-
ations are dynamic objects that depend not only of the ana-
phoric context, but also on the particular and general con-
cepts of the application task and domain. 

3. Coordination of Representational and Re-
active Behavior

In the architecture discussed so far, speech acts produced by 
the  system’s  interlocutor  and  natural  events  in  the  world 
need to be synchronized with the expectations of the current 
situation in order that the computational agent can interpret 
them. Otherwise, the external stimuli are left unattended by 
the agent, even if those stimuli are defined as expectations 
of  other  situations.  Most  traditional  applications  in  static 



worlds with a fixed interaction initiative, such as when the 
robot is restricted to obey user commands or the human is 
guided passively by the robot, can be modeled through this 
expectations-based architecture. However, their model is too 
weak for robots that need to move or navigate flexibly and 
robustly in a dynamic environment; in circumstances where 
unexpected obstacles can appear or things can be moved; or 
when other dynamic agents are present, such as human in-
terlocutors taking the interaction initiative spontaneously. In 
order to cope with dynamic environments, IOCA needs to 
be extended with a set of reactive modules, which relate the 
input information collected by the recognition devices with 
the rendering devices directly. In Figure 4 it is shown where 
an Autonomous Reactive System (ARS) has been added. At 
the  moment,  we  are  considering  two  main  ARSs:  the 
Autonomous Navigation System (ANS) and an Autonomous 
Position and Orientation Source of Sound Detection System 
(APOS) to allow the robot to face its interlocutor reactively. 
This extension requires, in addition, the inclusion of a con-
trol structure for coordinating the dialogue models with the 
ARSs that we called The Coordinator, also shown in Figure 
4. This figure illustrates that the main representational loop 
may embed a number, possible large, of reactive loops. In 
this respect, IOCA loosely resembles a subsumption archi-
tecture [Chong et al., 2007].

Figure 4. IOCA with Reactive Capabilities

The  coordination  between representational  and  reactive 
behavior is  not  trivial,  as  reactive  actions can change the 
spatial and temporal context expected by the dialogue mod-
els, and the system needs to relocate itself in the context dy-
namically. In order to address this problem, we are studying 
three basic coordination behaviors, which are as follows:
(1) The  interpretation  process  of  the  current  dialogue 

model  inside  the  DM  and  the  ARSs  can  proceed 
concurrently without interfering with each other. 

(2) The DM can put on hold and reactivate the ARSs, and 
vice versa.

(3) An  ARS  can  load  and  execute  a  recovery  dialogue 
model directly.

For the ARSs we are considering a basic navigation function 
such that given a metric map, the robot’s position and ori-

entation in this map, and a target position and orientation, 
the system produces and executes a plan (i.e., a sequence of 
moving commands) to reach the target. During this process, 
the system avoids obstacles reactively and adjusts its estim-
ated  position  and  orientation  continuously  in  the  metric 
map. In the present project we are focusing on the definition 
of the coordinator, and for the actual navigation we are ex-
ploring  the  use  of  available  tools  (e.g.  [Vaughan  et  al., 
2003]). This basic navigation functionality is called upon in-
tentionally by an action directive stated and performed by a 
dialogue model; in this mode the reactive behavior is sub-
sumed into the representational main loop in a natural way.

The APOS, in  turn,  monitors  the  acoustic  environment 
continuously. Whenever a human voice is detected: it sus-
pends the navigation system; turns to the interlocutor; ex-
ecutes a dialogue model to attend the interruption; and re-
sumes the navigation task maintaining the original  target, 
starting  from the  position  and  orientation  that  it  was left 
after the interruption.

The coordination involves conditions in which the react-
ive behavior takes precedence over the representational one. 
For instance, imagine the robot is moving from position A to 
B as a result of an action request, and is carrying out a con-
versation with the user concurrently. In this scenario the ro-
bot has to notify the user that the navigation task has been 
completed when it reaches position B. To do this, the ANS 
has to put on hold the interpretation of the current dialogue 
model, make the notification, and resume the DM. Another 
instance  in  which  reactive  behavior  takes  precedence  is 
when the APOS handles an spontaneous information request 
produced  by  the  user  in  the  middle  of  a  moving  action, 
which involves the interruption of both the interpretation of 
the current dialogue model, and perhaps of the ANS. Then, 
both the DM and the ANS have to be resumed when the 
spontaneous request has been attended, but from the context 
that was left after the interruption was handled.

Conversely, the coordination also involves conditions in 
which the representational behavior takes precedence over 
the reactive one. For instance, if the robot is engaged in an 
explanation task it  may need to put on hold the APOS to 
avoid spontaneous distractions, and restore it when the ex-
planation task has been accomplished. Another condition is 
when none of the expectations of the current situation are 
met, and the system has to load and execute a recovery dia-
logue model. For this, the system may need to suspend both 
the ANS and the APOS, direct all of its attention towards 
placing itself in context, and resume both of these when the 
context has been restored. Here again, the ANS has to re-
sume the navigation task that was performing before the in-
terruption, but from the context (i.e.  position and orienta-
tion) that was left after the contingency was handled. 

Finally,  these  generic  protocols  are  defined  in  the  co-
ordinator, which controls their execution independently of 
the dialogue models representing the application task.

4. The robots Golem and Golem-II+
Over the last few years we have been developing the basic 
structure of IOCA: its dialogue model specification, inter-



pretation  theory,  and  programming  environment.  We first 
produced the Golem robot that was able to guide a poster 
session about our research projects through a spoken Span-
ish conversation. We also produced several applications to 
illustrate the integration of language, vision and navigation 
with  Golem (e.g.,  [Aguilar  and  Pineda,  2010]).  Next,  we 
produced the application “Guess the card: Golem in Univer-
sum”. It is a multimodal application in a fixed platform in a 
permanent stand of UNAM’s science museum Universum in 
which  the  user  plays  a  game  with  the  system through  a 
spoken Spanish conversation supported with computer vis-
ion and the display of images [Meza et al., 2010]. Next, we 
presented the robot Golem-II+ which is also able to guide a 
poster session, but in addition to the original system, it  is 
capable of interpreting pointing gestures expressed by the 
user  during  the  interaction,  illustrating  the  coordination 
between language, vision and motor behavior [Avilés et al., 
2010]. All of these applications have been developed using 
the  basic  representational  loop  only.  We  have  also  de-
veloped and  tested  the  basic  APOS algorithms with  very 
promising results [Rascón et al., 2010]. Videos of these sys-
tems are available at http://leibniz.iimas.unam.mx/~luis/. At 
the moment, we are incorporating and testing the extension 
of IOCA with reactive behaviors in the robot Golem-II+, to 
model the different test  scenarios of  the RoboCup@home 
competition.
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