Effective use of FibroTest to generate decision trees in hepatitis C
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Abstract

AIM: To assess the usefulness of FibroTest to forecast scores by constructing decision trees in patients with chronic hepatitis C.

METHODS: We used the C4.5 classification algorithm to construct decision trees with data from 261 patients with chronic hepatitis C without a liver biopsy. The FibroTest attributes of age, gender, bilirubin, apolipoprotein, haptoglobin, α2 macroglobulin, and γ-glutamyl transpeptidase were used as predictors, and the FibroTest score as the target. For testing, a 10-fold cross validation was used.

RESULTS: The overall classification error was 14.9% (accuracy 85.1%). FibroTest’s cases with true scores of F0 and F4 were classified with very high accuracy (18/20 for F0, 9/9 for F0-1 and 92/96 for F4) and the largest confusion centered on F3. The algorithm produced a set of compound rules out of the ten classification trees and was used to classify the 261 patients. The rules for the classification of patients in F0 and F4 were effective in more than 75% of the cases in which they were tested.

CONCLUSION: The recognition of clinical subgroups should help to enhance our ability to assess differences in fibrosis scores in clinical studies and improve our understanding of fibrosis progression.

© 2009 The WJG Press and Baishideng. All rights reserved.
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INTRODUCTION

One of the most widely used non-invasive markers to stage liver fibrosis is the FibroTest (FT; BioPredictive, Paris, France), which involves the measurement of surrogate markers, α2 macroglobulin (A2M), haptoglobin, γ-glutamyl transpeptidase (γGT), total bilirubin, and apolipoprotein A1 (APO-A1), which,
in combination, have a high predictive value for the diagnosis of significant fibrosis\[1-5\]. The correlation of these markers with liver fibrosis involves a formula that was derived through logistic regression using data from 339 patients. The data were also used for the construction of a classifier using neural networks, but logistic regression was favored\[6\]. Its efficacy has been further validated by comparing the predictions made by the formula to those obtained with histological scoring of liver biopsies\[6-10\].

FT is employed to evaluate a complex situation under conditions of uncertainty, e.g. evaluating the degree of fibrosis in a patient with hepatitis C. A recent review of FT performance in 6549 patients and 925 controls supported the recommendation in clinical practice of FT as an alternative to liver biopsy for the first-line assessment of liver injury in patients with chronic hepatitis C. This review concludes that neither biomarkers nor biopsies are sufficient alone to provide the information necessary to make definitive decisions in a given patient, but rather, all the clinical and biological data must be taken into account\[11\].

Based on experience obtained, acquiring new information about the behavior of FT in clinical practice will be useful to assess changes to the evaluation of patients with liver fibrosis. In addition, there is a rich set of automatic classification techniques developed within the context of machine learning using Artificial Intelligence, which can be used to simplify the classification process and to provide additional information to support the classification rationale. One such technique is the automatic generation of decision trees. Decision trees provide explicit rules to relate the range of values of the biomarkers with fibrosis scores, and they might help to gain a better grasp of the importance and significance of the test.

MATERIALS AND METHODS

Patients
A total of 261 patients with chronic hepatitis C, who were HCV RNA+, not receiving any antiviral or antifibrotic treatment, in whom a liver biopsy could not be obtained and who had been submitted to the FibroTest as part of their first evaluation profile, were included in the study. The patients were recruited from the liver unit of Clinica Lomas Altas, Mexico City from January 2003 to December 2007.

For each patient, we retrospectively gathered data on age, gender, γGT, ALT, AST, total bilirubin, hemoglobin, white cell counts and platelets. All the analytical studies were performed independently of the present study and their results had been reported previously. The interval between routine blood test and FT was less than 5 d.

FibroTest
The FibroTests were performed according to published recommendations. This method provides a quantitative estimate of liver fibrosis ranging from 0.00 to 1.00. The FT cutoffs for presumed fibrosis stages were 0.00-0.21 (F0), 0.22-0.27 (F0-F1), 0.28-0.31 (F1), 0.32-0.48 (F1-F2), 0.49-0.58 (F2), 0.59-0.72 (F3), 0.73-0.74 (F3-F4) and > 0.75 (F4)\[12\]. Each attribute (component) of the FibroTest was considered and included in the construction of decision trees.

Decision trees
Decision trees are a diagrammatic representation of a decision process, where nodes represent questions about attribute values or ranges of values, and edges represent the possible answers that link question nodes with other nodes down the tree, which represent further questions. Nodes at the bottom of the tree represent classes: the class of an object satisfying all the questions associated to the nodes in the path from the top question node to the bottom class node. In the case of FibroTest, each question node in the tree represents an FT biomarker (e.g. bilirubin and apolipoprotein A1) value or value interval, and the bottom nodes represent the FT scores (i.e. F0, F1, F1-F2, etc). In the present study, decision trees were constructed using the C4.5 classification algorithm\[13,14\]. The C4.5 Algorithm, often referred to as statistical classifier, is based on the concepts of information entropy and information gain. Intuitively, information entropy is the number of bits required to code an event (i.e. a random variable), where the higher the probability of the event the lower the number of bits required to code it. Information gain, in turn, is the reduction of entropy when additional information is available. C4.5 uses the fact that each attribute of data can be used to make a decision that splits the data into smaller subsets, which have reduced information entropy. The C4.5 algorithm is freely available, and for the purpose of this study we used the code supplied directly by Quinlan at http://www.rulequest.com/Personal/.

The simplified pseudo-code for the algorithm is as follows: (1) Find the most informative attribute (i.e. the one with the lowest entropy or the largest information gain) in relation to the set of samples provided. (2) Create a decision node that splits on the selected attribute; this node will have a decision question on an attribute's value or value interval, and will partition the samples in relation to such a value (yes/no) or value interval (i.e. the ones with a lower value, the ones in range, and the ones with a higher value). If all the samples belong to the same partition, the corresponding node becomes a class node. (3) Create a daughter node for each remaining case, and apply the procedure from (1) for all samples that remain in the corresponding partition.

For the experiments, the following predictive attributes were used: age, gender, bilirubin, Apo A1, A2M, GGT, and haptoglobin. The target was the FibroTest score. The classifier was built with data from the 261 patients. The algorithm also selects the best rules (i.e. paths) from the trees, and makes a set of compound rules, which are tested against all samples in the test-data, and provide a confidence factor. In the present study we tested the classification performance with these compound rules and computed the corresponding confusion matrix.

In order to enhance the confidence of the classifier, we used all the data for training and also for testing...
through 10-fold cross-validation as follows: Partition the whole set of available empirical data in 10 randomly generated designated equal subsets; use 90% as train-data and the remaining designated 10% as test-data and compute the classifier’s performance. The procedure is repeated using the remaining designated 10% partitions as test-data. The performance of the classifier was presented as the average of the 10 tests.

RESULTS

Demographic data
Of the 261 patients, there were 149 (57%) female and 112 (43%) male. Their mean age was 52 years (range 20-78 years). The mean age at infection was 26 years (range birth to 69 years). 75.1% were genotype 1. The average time from exposure to risk factor to their first FibroTest was 26.4 years. The mean values for the following parameters was as follows: Hb 14.8 ± 2.5 g/dL, platelets 203 ± 82 10^3/mm³, leukocytes 5.39 ± 1.82 10^3/mm³, γGT (IU/L) 77 ± 81, ALT (IU/L) 96.4 ± 108.1, Bilirubin (mg/dL) 0.9 ± 0.6.

FibroTest
The reported FT scores indicate that 45% of the patients (n = 117) had either F4 (37%) or F0 (8%). The remaining 55% (n = 144) had intermediate stages of fibrosis (Table 2).

Decision trees
The C4.5 algorithm was used to construct ten decision trees. The algorithm selected a number of rules relating attribute values with the fibrosis score and the percentage of times that each rule was successfully applied for each tree. In addition, the algorithm produced a set of 26 compound rules out of the ten classification trees and these rules were used to classify the 261 patients. The plausible rules for the classification of patients in F0 and F4 are shown in Table 3.

Table 3 Compound rules generated for classes F0 and F4 and the percentage of times that each rule was successfully applied

<table>
<thead>
<tr>
<th>F0</th>
<th>F4</th>
</tr>
</thead>
<tbody>
<tr>
<td>GGT ≤ 108 IU/L</td>
<td>Bilirubin &gt; 1.2 mg/dL</td>
</tr>
<tr>
<td>A2M &lt; 280 g/L</td>
<td>GGT &lt; 26 IU/L</td>
</tr>
<tr>
<td>Apo A1 &gt; 144 g/L</td>
<td>A2M &lt; 216 g/L</td>
</tr>
<tr>
<td>Age &gt; 36 yr</td>
<td>Class F4 (95.6%)</td>
</tr>
<tr>
<td>Age ≥ 53 yr</td>
<td>Class F0 (79.4%)</td>
</tr>
<tr>
<td>Gender = M</td>
<td>A2M &lt; 335 g/L</td>
</tr>
<tr>
<td>Haptoglobin &gt; 73.5 g/L</td>
<td>Haptoglobin ≤ 54.6 g/L</td>
</tr>
<tr>
<td>Apo A1 &gt; 126 g/L</td>
<td>Age &gt; 53 yr</td>
</tr>
<tr>
<td>Class F0 (77.7%)</td>
<td>Class F4 (95.5%)</td>
</tr>
</tbody>
</table>

Table 4 Confusion matrix relating real FT scores (rows) to predicted FT scores (columns) in 261 patients with chronic hepatitis C

<table>
<thead>
<tr>
<th></th>
<th>F0</th>
<th>F0-F1</th>
<th>F1</th>
<th>F1-F2</th>
<th>F2</th>
<th>F3</th>
<th>F3-F4</th>
<th>F4</th>
</tr>
</thead>
<tbody>
<tr>
<td>F0</td>
<td>18</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F0-F1</td>
<td>9</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F1</td>
<td>7</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F1-F2</td>
<td>37</td>
<td>1</td>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F2</td>
<td>18</td>
<td>13</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F3</td>
<td>38</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F3-F4</td>
<td>3</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F4</td>
<td>1</td>
<td>92</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
through logical regression that can be thought of as a classification device or classifier. From this perspective the FT formula is a black box that has the FT attributes as inputs and produces the corresponding FT score as its associated output. However, it would be convenient to be able to look into the internal classification process and have access to the classification rational. In addition, it is also important to reinforce the reliability of the FibroTest and ensure that the classification results are independent of contingent features of the classification technique. Indeed, in the original formulation of the FibroTest, the use of neural networks, another black box classification technique, was also explored but logistic regression was preferred for clarity [1].

As with all machine learning techniques, decision trees such as those employed in the present work, are deduced from empirical data and the success of a given application depends on the quantity and quality of these data. In this respect, these algorithms are analogous to statistical regression techniques, such as logistic regression, but rely on classification heuristics. They have proved to behave well not only in linear problems, but also in non-linear or unstable domains. For this, classifiers need to be built with a portion of the data, which is usually called the “train-data”, and tested with a different portion of the data, which is usually called the “test-data”, and it is essential that these two sets are distinct. For the induction process proper, the values of the attributes of each sample, “the predictors”, are associated with its corresponding class, “the target”, and the process is repeated iteratively for all the samples in the train-data. At the end of this process, each class is associated with a combination of values or value intervals of the attributes. The classifier can then be used to predict the class of a sample not used in the training process. In particular the performance of the algorithm can be assessed by comparing the known class of each sample in the test-data with the class predicted by the decision tree for such sample. The specifics of these procedures, with the heuristics employed, give rise to a large variety of classification techniques, one of which is decision trees. Decision trees can be created through a diversity of algorithms and the field as a whole is quite mature and has been applied to a large diversity of application domains with very positive results. In particular, in the clinical setting, decision trees have been applied, for instance, to proteomic data analysis in pancreatic cancer [15], to the prediction of interferon treatment effects based on microarray gene expression profiles [16], and to the prediction of diagnosis and outcome of dengue fever based on clinical, hematological and virological data [17].

Ranking the seven attributes used by the FT, we generated a learning set that allowed for the determination of a second classifier using an ensemble of decision trees. To identify the decision algorithms, we used the C4.5 decision tree classifier, which has several advantages over other statistical tools. Indeed, decision algorithms so generated are simple to understand, and they are able to handle missing values. In contrast, logistic regression and discriminant analyses require much more data preparation and more extensive handling of missing values for reliable calculations [18]. Decision algorithms are also easy to interpret and validate using common statistical techniques, which facilitates their use to predict the diagnosis and prognosis in different clinical settings.

The decision tree analysis of our data produced a set of seven plausible rules that correctly predicted the fibrosis score in more than 75% of the cases for F0 and F4. Interestingly, the rules for predicting F4 were precise in 90% of the cases. Therefore, the rules generated herein can be considered as having great accuracy. These findings add support to the impression that fibrosis at the extremes of the disease is more predictable, a notion that applies both to non-invasive markers and liver biopsy.

Of the markers employed in the decision trees and the derived rules, the most relevant were age and α-2 macroglobulin as independent predictors. If a patient has an FT score of F0 with a normal A2M and is below 53 years of age, our results suggest the presence of mild disease, adding to the clinical decision of not performing a liver biopsy and holding back the timing and selection of antiviral treatment. On the other hand, if a patient with hepatitis C and FT score of F4 is above 53 years and has an increased A2M, a diagnosis of significant fibrosis is presumed.

Fibrosis progression tends to vary between patients and even in the same person, for reasons that are not yet understood. However, age has consistently been reported as an important risk factor for fibrosis progression in chronic viral hepatitis, either at the onset of the disease or during its evolution. The changes with age tend mostly to be subtle and are consistent with a disease of long duration associated with the progression of normal aging [20-23]. How and why variants arise probably relates to changes in extracellular matrix [24,28] liver regeneration [20] and repair mechanisms [27]. In this regard, and based on our results, A2M is an extremely useful attribute. It is a protease inhibitor and a major carrier of cytokines synthesized by hepatic stellate cells and hepatocytes. Furthermore, its expression might inhibit matrix remodeling during fibrosis.

Neither age nor A2M alone has been proven to be an adequate marker of fibrosis, which makes it important to apply a more comprehensive approach in the use of non-invasive markers for liver fibrosis. Undoubtedly, not knowing which markers are the most predictive has been one of the main obstacles impeding their integration into clinical practice and patients’ management. Our study indicates that the combination of the markers used in the FT is reliable and performs well, independently of, age or gender. Although ethnicity was not an inclusion criteria for our study, all the patients were Hispanics with an age range of 20-78 years.

There are pitfalls and caveats to FT use, and the decision tree analysis was not able to generate accurate rules to predict intermediate FT scores (particularly F3), suggesting that the FT attributes for these particular
stages exhibit considerable noise or are inconclusive. This was reflected in the analysis of the confusion matrix in which F3 was the most ambiguous; nonetheless, our study showed that restricting the biopsies to the patients with intermediate scores (F1-F3) could have prevented liver biopsies in 42% of the patients while maintaining an accuracy level above 75%. This is a strong argument to include the use of a non-invasive marker of fibrosis, such as the FT, in the profile evaluation of a patient with chronic hepatitis C, if for any reason; a liver biopsy cannot be performed.

Outside of clinical trials, with the advancement of new laboratory techniques, such as PCR and non-invasive biomarkers, more patients are treated for chronic fibrotic liver diseases without a liver biopsy[19], which remains the best predictor but is not necessarily the gold standard.

Analysis, such as the one performed in the present work, could help to further classify preclinical subgroups and identify subclasses of rapid or slower fibrogress. This classification should enhance our ability to assess differences in fibrosis scores in clinical studies and improve our understanding of fibrosis progression.

This work was presented as a poster at the AASLD Liver Meeting in November 2008 in San Francisco, California.
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