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Abstrad

In this paper some gplicaions of a theory for representation and inference in
multimodal scenarios is presented. The theory is focused on the relation between natural
language and graphicd expressions. A basic assumption is that graphicd expressons
belong to a language with well-defined syntax and semantics. a graphicd language. A
seoond assumption is that the relation between expressions of different modalities is
similar to the relation of trandation that holds between expressions of different natural
languages. In this paper a multimodal system of representation and inference based on
this view of modality is described. First, a brief introduction to the representational
structures of the multimodal system is presented. Then, a number of multimodal
inferences suppated by the system are illustrated. These examples show how the
multimodal system of representation can suppart the definition and use of graphicd
languages, perceptua inferences for problem-solving and interpretation of multimodal
messages. Finally, the intuitive notion of modality underlying thisreseach is discussd.

1. Multimodal Representation

The system of multimodal representation that is simmarized in this paper is illustrated in Figure 1.
The notion of modality in which the system is based is a representational notion: information conveyed in
one particular modality is expressed in a representational language sssociated with the modality. Each
modality in the system is captured through a particular language, and relations between expressons of
different modaliti es are catured in terms of trandation functions from basic and composite expressons
of the source modality into expressons of the objed modality. This view of multimodal representation
and reasoning has been developed in [13], [17], [9], [18] and [19], and it follows closely the spirit of
Montague’s general semiotic programme [5].
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FIGURE 1. Multimodal system of representation.

The theory istargeted to define natural language and graphical interadive cmputer systems and,
as a mnseguence, the model is focused in these two modalities. However, the system is aso used to
expressconceptua information in alogicd fashion and, depending on the gplication, the drcle labeled L
might stand for first-order logic or any other symboalic language & long as the syntax is well-defined and
the language is given a model-theoreticd semantic interpretation.

The drcleslabeled L and G in Figure 1 stand for sets of expressons of the natural and graphicd
languages respedively, and the drcle labeled P stands for the set of graphicd symbadls constituting the

1 To be publish also in “Visual Representations and Interpretations’, Springer-Verlag, 1998



graphicd modality proper (i.e., the adual symbadls on a pieceof paper or on the screen). Note that two
sets of expressons are wnsidered for the graphicd modality: the expressions in G belong to a formal
language in which the geometry of pictures is represented and reasoned about but which is expressive
enough to express the trandation of natural language expressons. It is an interlingua that permits to relate
the natural language syntactic structures with the structure of graphics which is captured with a graphicd
grammar. P contains the overt graphical symbols which can be seen and drawn but cannot be manipulated
diredly and captures the underlying structure of graphicd expressons. The functions p..¢c and pe.. stand
for the trand ation mappings between the languages L and G, and the functions pp.g and ps.p stand for the
corresponding trandation between G and P. The trandation function pp.c maps well-defined ojeds of
the graphicd modality into expressons of G where the interpretation process is performed. The
trandation pgs.p, 0N the other hand, maps geometrica expresdons of G into pictures. The drcle labeled W
stands for the world and together with the functions F. and Fp constitutes a multimodal system of
interpretation. The ordered pair <W, F_> defines the model M for the natural language, and the ordered
pair <W, Fp> defines the model Mp for the interpretation of drawings. The interpretation of expressions
in G in relation to the world is defined either by the mmpaosition F ° ps.. or, dternatively, by Fr ° pe.p.
The denotation of aname in L, for instance, is the same as the denotation of the mrresponding gaphicd
objed in G, as both refer to the same individual. The interpretation functions F_ and Fp relate basic
expressons, either graphicd or linguistic, with the objeds or relations of the world that these expressions
happen to represent, and the definition of a semantic dgebra for computing the denotation of composite
graphicd and linguistic expressons is required. The functions pcr and pp.c define homomorphisms
between G and P as basic and composite terms of these two languages can be mapped into ead other.

An important consideration for the scheme in Figure 1 is that the symbals of P have two roles:
on the one hand they are representational objeds, but on the other, they are dso geometricd objeds that
can be talked about as geometricd entities. In this oond view geometricd entities are individual objeds
of the world of geometry, and as sich they have anumber of geometricd properties that are independent
of whether we think of graphicd symbd's as objeds in themselves or as symbals representing something
else. The same duality can be stated from the point of view of the expresdons of G as the set of individua
geometrica objeds (i.e., P) congtitutes a domain of interpretation for the language G. Thisis to say that
expressgons of G have two interpretations: they represent geometrica objeds, properties and relations
direaly, but they also represent the objeds of the world indiredly through the trandation relation and
interpretation of symbolsin P taken as a language (i.e., the cmpaosition Fp ° pg.p). The ordered pair <P,
Fs> defines the model M g for the geometricd interpretation of G as geometricd objeds; the geometrica
interpretation function Fg asdgns a denotation for every constant of G; the denotation of individual
constants of G are the graphicd symbols themselves, and the denotation of operators and function
symbads of G denoting gaphicd properties and relations will be given by predefined geometricd
algorithms commonly used in computational geometry and computer graphics. The semantic
interpretation of composite expressions of G, on the other hand, is defined through a semantic dgebra.
The definition of this geometricd interpreter will allow us to perform inferences about the geometry of
the drawing in a very effective fashion. Consider that to state explicitly all true and false geometricd
statements about a drawing would be avery cumbersome task, as the number of statements that would
have to be made even for small drawings would be very large. Note & well that although a map, for
instance, can be a incomplete representation of the world (e.g., some dties might have been omitted), the
geometrica algorithms asciated to operators of G will always provide complete information of the map
asageometricd objed.

The purpose of this paper is to provide an overview of the functionality of the system and for
that reason in the next sedion a number of examples involving multimodal inferences in different
applicaion domains are illustrated. Our purpose is to show that inferences related to reasoning with
graphicd languages, solving problems involving interpretation of pictures, interpreting multimodal
messages like pictures with their asociated captions, can al be explained with the help of a cwmmon
underlying representational framework and involve asmall set of basic but powerful inferential strategies.
The formalization of the multimodal representational system is presented elsewhere (e.g., [19]).

2. Multimodal Inference

In this ®dion a number of problems involving multimodal representation and inference in different
domains are il lustrated. Once these examples are shown a summary of the kinds of multimodal inferences
involved is presented.



2.1.Graphical Languages

In this £dion the definition and interpretation of a graphicd language in relation to the multimodal
system of representation is illustrated. Consider the picture in Figure 2 a) in which there ae two triangles
and two redangles that have been assigned an interpretation through a graphicd and natural language
dialogue supparted by pointing ads. The setting is such those triangles are interpreted as gudents and
redanges as subjeds; additionally it is dated that if a student isin a subjed he or she studies that subjed,
and if a student studies both subjeds he or she is clever. According to this interpretation the picture in
Figure 2 a) is a graphicd expression that expresses that both students are dever, but if the picture is
manipulated as shown in Figure 2 b), a graphicd expresdon is formed which expresses the fad that only
Johnisclever.
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Figure 2. Graphicd Expressons

The question is how this knowledge is represented and, in particular, what is the relation between
the expression of the éstradion (i.e., that a student is clever), and the geometricd fad that the symbol
representing the student is contained within the redangle representing a subjed. For the interpretation of
this particular situation the linguistic preposition in is interpreted as a geometricd algorithm that
computes the relation in the graphical domain. To answer the question whether a student is clever or
whether all students are dever, a deductive reasoning processis performed upon the representational
structures in the language L ; however, when the interpretation of the spatia preposition and its arguments
is required to complete the inference, there is no knowledge available in L and the crresponding
expresson has to be translated into a expression in G in the graphicd domain, which in turn can be
evaluated by the geometricd interpreter with the help of a geometricd algorithm that tests the geometricd
predicates involved. The result of this test is translated bad into the language L to alow the reasoning
process to succeal. As can be seen, in this kind o inference the picture functions as a redpient of
knowledge that can be extraded on demand by the high-level reasoning process performed at the
symbalic level. This kind of inference has been charaderized as predicate exraction by Chandrasekaran
in ([4]), and it is commonly used in graphicd reasoning systems and the interpretation of expressions of
visual languages, where large amounts of information are represented through graphics and geometricd
computations improve considerably the dficiency of the reasoning process For further discusson of this
notion of graphicd language see[12] and [13].

2.2. Perceptual Inference

One important feaure of the multimodal interpretation and reasoning strategies used in the scenario of
Sedion 2.1 is that the translation functions between expressions of L and G are defined in advance. The
multimodal interpretation and reasoning cycle must move acoss modaliti es in a systematic fashion and
this is achieved through the mappings defined in terms of the trandation functions. However, there ae
situations in which the interpretation of a multimodal message or the solution of a problem involving
information in diff erent modaliti es requires to establish such an association in a dynamic fashion.



Consider, for instance, a problem typical of the Hyperproof system for teading logic ([2]) in
which information is partially expressed through a logicd theory and partialy expressed through a
diagram, as shown in Figure 3.
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FIGURE 3. Multimodal problem.

As can be seen the problem consists in finding out whether the objed named d is either a square
or small. Thisinferencewould betrivia if we wuld tell by dired inspedion of the diagram what objed is
d, but that information is not available. Note, on the other hand, that under the constraints expresed
through the logical language the identity of d could be found by a “valid” deductive inference Note in
addition that the information expressed in the diagram in Figure 3 is incomplete. In the Hyperproof
setting, the question mark on the bottom triangle indicaes that we know that the objed isin fad atriangle
but its $zeis unknown to us. However, the conceptual constraints expressed in the logicd language do
imply a particular size for the ocduded objed which can be made eplicit through the process of
multimodal problem-solving. This stuation is analogous to the interpretation of images in which some
objeds are ocduded by some others.
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FIGURE 4 Multimodal representation system for the
Hyperproof problem.

In terms of our system of multimodal representation the task is not, like in the previous example,
to make explicit information that was expressed only implicitly by predicate extradion or graphicd
simulation, but to find out what are the tranglations between basic constants of the logicd language, the
names, and the graphicd objeds of which they are names of. The problem is to induce the trandations
between basic constants of both representational languages. This stuation is illustrated in Figure 4 in
which the trand ation functions have been labeled with a question mark.
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FIGURE 6. Initia interpretation function.

Another way to look at thisisthinking of the graphical objeds as the domain of interpretation for
the logicd theory. The multimodal inference @nsistsin finding out all consistent models for the theory,
and these aan be found through a processof incremental constraint satisfadion.

Consider Figure 5 in which a constant of G has been assgned to every graphicad objed (i.e., the
objeds of P properly). At the starting paint of the interpretation processonly the identity of the block cis
known as can be seen in Figure 3. Accordingly, the interpretation of the linguistic theory is partially
defined only. To see this consider Figure 6 in which a table relating the names of the theory in the
horizontal axis with the names of the graphicad objeds in the verticd one is shown. This table can be
interpreted as a partial function from individual constants of L to individual constants of G if no more
than one square in ead column isfill ed up. The interpretation task consists in completing this function by
asdgning a graphical objed to ead name in a manner that is consistent with the first-order logicd theory
expressd in L in the conceptual domain.
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Figure 7. Two pcassble ways for extending the interpretation function p, .

The strategy will be to find the set of consistent models incrementally in a cycle in which a
formula of the theory is assumed to be true and all consistent models for such an assumption are found
out through geometricd verificaion. Each cycle of assumption and verificaion is concluded with an
abstradion phase in which all consistent models computed in the cycle ae subsumed into a single
complex objed.

To exemplify this cycle of model construction consider that the formula hex(b) 00 below(a,b) —in
Figure 3— d the theory can be asumed to be true. With this assumption it is possible to extend the
function in Figure 6 in two possble ways, which represent consistent models with the assumption and the
given fads, as siownin Figure 7.



To end the incremental constraint satisfadion cycle it can be noticed that the two partial models
in Figure 7 are similar in the denotations assigned to the objeds a and ¢, and only differ in the denotation
assgned to objed b. Then, these two models can be subsumed into a structure by simple superposition as
shown in Figure 8 in which the clumn for b that is filled with two marks is taken to represent either of
baoth functions. This incremental constraint satisfaction cycle can be wntinued urtil the set of models for
the theory is found and expressed as an abstradion, as was discussd above.
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FIGURE 8. Subsumption of two models.

There is an additional way in which we aan profit from the process Consider that in the original
stipulation of the problem the graphica information is incomplete, as the size of the bottom triangle is
unknown. However, with the partial model obtained after the first inference cycle, in which such a block
has been identified as a, the theory constraints the size of the block which can be found by an inferential
cycle involving logicd deduction in L and graphicd verification in G. For this particular example, and in
relation to the partial model in Figure 8, the proof that the size of such a block must in fad be large is
given in Figure 9. This inference requires a cycle of assumption, deduction in L and verificaion in G
which we refer as heterogeneous inference

Prove (problem statement): (0) large(a) Osmall(a)

Asaime from theory: (1) = Dx(small (x) O below(x,c))
Axiom: (2) “IX(P(X)) « Ox(=P(x))
From (1) and (2): (3) Ox(= (small (x) O below(x,c)))
Universal instantiation from (3): (4) - (small(a) Obelow(a,c)))
Morgan'slaw from (4): (5) —small(a) O-below(a,c)
Direct inspection of thediagram: (6) below(a,)

From (5) and (6): (7) —small(a)

From (0) and (7): (8) large(a).

FIGURE 9. Heterogeneous inference

Another way to refer to thisin the terminology of Chandrasekaran [4] is as predicate projedion
as the predicative information flows not from the picture to the logicd theory, as the situation that was
referred above & predicate exraction, but from the anceptual knowledge expressed through L into the
graphicd theory in G.



In summary, the incremental constraint satisfadion cycle involves the foll owing steps:

1) Visua verificaion (geometricd interpretation)

2) Assumption and verification of theory (identification of consistent models)
3) Heterogeneous inference

4) Abstradion

With the gplicaion of this cycle it is possble to find the set of consistent models for the
problem stated in Figure 3, which is represented by the éstradion in Figure 10, and corresponds to the
six graphicd configurations giown in Figure 11.

304 20506 E A old A E A
1 # 3 # = 5T AT
Os X| 6 d d
Os X5 O [olb, Ol Jolb, Ol [olb,c
Oa X 4 x = A
03 X[ X 3 a a a
02 X]2
0 [ X 1 o A old A o N
9o 0 o = o = ol |«
abcd d d
FIGURE 10. Abgtradtion. By ol bt Yee
A A A
a a a

FIGURE 11. Set of passble interpretations.

2.3.Multimodal Interpretation

The next kind of multimodal inference is related to one of the central problems of multimodal
communicdion which we refer as the problem of multimodal reference resolution. This is the problem of
finding out the reference of a symbal in one modality in terms of information present in other modalities.
In this dion we discuss how our model of multimodal representation and interpretation ill ustrated in
Figure 1 can also be gplied to the problem of multimodal reference resolution.

Consider situation in Figure 12 in which a drawing is interpreted as a map thanks to the
precaling text. The dats and lines of the drawing, and their properties, do not have an interpretation and
the picture in itself is meaningless However, given the cntext introduced by the text, and aso
considering the common sense knowledge that Parisis a dty of France and Frankfurt a dty of Germany,
and that Germany liesto the eat of France (to the right), it is possble to infer that the denotations of the
datsto the left, middle and right of the picture ae Paris, Saabriicken and Frankfurt, respedively, and that
the dashed lines denote borders of countries, and in particular, the lower segment denotes the border
between France and Germany. In this example, graphicd symbols can be thought of as “variables’ of the
graphicd representation or “graphicd pronouns’ that can be resolved in terms of the textual antecedent.
Here again, the inferenceis not valid as the graphical symbals could be given other interpretations or non
at all.

“ Saabricken lies at the intersedion d the border between France and Germany
anda line from Paristo Frankfurt.”

FIGURE 12. Instance of pictorial anaphor with linguistic antecadent.



The situation in Figure 12 has been charaderized as an instance of a pictorial anaphor with
linguistic antecadent and further related examples can be found in [1]. An dternative view on this kind of
problems consists in looking at them in terms of the traditional linguistic notion of deixis [11]. This
notion has to do with the orientational feaures of language which are relative to the spatio-temporal
situation of an uterance To appredate the deictic nature of the example cnsider that the inference
required to identify the graphicd symbals would be simplified gredly if at the time the words Paris,
Frankfurt, Saabricken, France and Germany are mentioned overt painting ads are performed by the
spedker. In such a situation the overt ostension would be one fador of the interpretation context among
many others. In thisresped we can say that pointing is like describing. However, the oppdsite is also true:
the names in the natural language text are like pointers to the graphica symbals and in order to identify
the referents of the linguistic terms an inference process is required. For carying on with such an
identification processthe cntext, including gaphics and common sense knowledge about the geography
of Europe, neals to be considered. For that reason, if we think of the names or other linguistic terms, like
pronouns or descriptions, as pointers whase referent can be found out in terms of the cntext the situation
is deictic. We cdl the inference processthat has as a purpose to identify the referent of a graphicd or a
linguistic term in a multimoda context a deictic inference This notion contrasts with the notion of
anaphoric inference in which the referent of a term is found in terms of a ntext constructed out of
expressons of the same modality of the term.

In our model, interpreting the text in Figure 12 consists in interpreting the information expressed
through the linguistic modality diredly when enough information is available, and completing the
interpretation process by means of transating expressons of the graphicd modality into the linguistic
one, and viceversa

In order to see how the multimodal system of representation works for the interpretation of
messages with texts and graphics consider, for instance, that the denotations of the word Saabr licken and
the dot on the intersedion between the straight line and the lower segment of curve representing the
border between France and Germany in Figure 12 are the same, which isthe dty of Saabriicken itself. If
one points out the middle dot at the time the question what is this? is asked, the answer is found by
applying the function pg_ to the pointed da, whose value would be the word Saabriicken.
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FIGURE 13. Multimodal representational system for
linguistic and graphicd modaliti es.

It should be dea that if all theoreticd elements illustrated in Figure 13 are given, questions
about multimodal scenarios can be answered through the interpretation process as was gown for the
interpretations of graphicd expresgons in Sedion 2.1. However, when one is instructed to interpret a
multimodal message, like the one in Figure 12, not all information in the scheme of Figure 13 is
available. In particular, the trandlation functions p, . and pg.. for basic constants are not known, and the
crucia inference of the interpretation processhas as its goal to induce these functions. Thisis exactly the
problem of finding the set of consistent models in the perceptua inferences carried out in the context of
the Hyperproof system as illustrated in the previous ®dion. According to our theory, the kind of so-
cdled perceptual inferences performed by users of the hyperproof system can be charaderized as deictic
inferences.

It isimportant to highlight that in order to induce p,.¢c and pg.. the information overtly provided
in the multimodal message is usually not enough. Unlike the inference illustrated in relation to the



Hyperproof system, additional conceptual information would have to be brought into consideration, like
common sense knowledge required for the interpretation of maps. However, when contextual knowledge
is included in the theory through expressons of L, the resolution of multimodal reference can be
produced throughan incremental constraint satisfaction processthat is smilar to the one ill ustrated above
in relation to perceptual inference, as the basic inferential strategies required for both kinds of problems
are the same.

3. Summary of Multimodal Inferences

From the examples in Sedions 2.1 to 23 a number of inference strategies have been employed.
Similar strategies can be found on examples about design (see[6], [15] and [16]). An analogous view of
interpretation of pictures is developed in Reiter's Logic of Depiction (see[20]). Reasoning diredly on
expressons of a particular representational language, like L or G, corresponds to traditional symbalic
ressoning. However, reasoning in G involves, in addition to symbolic manipulation, a process of
geometricd interpretation as predicaes in G have an associated geometricd algorithm. Another way to
think about the geometricd representation is that it has a number of expressions representing explicit
knowledge; however, it has a large body of implicit knowledge that can be accesed not from a valid
symboalic inference, but from the geometry.

The multimodal system of representation supparts an additional inference strategy that involves
the induction of the trandation of basic constants between the languages L and G, and this processis
qualitatively different from a ssmple symbolic manipulation processoperating on expressons of a single
language. Examples of this kind o inference strategy are perceptual inferences and resolution of
multimodal references which, as we have agued, can be charaderized as deictic inferences.

In terms of the system, a multimoda inference @n be deductive if it involves symbalic
processng in both languages in such a way that information is extradted from one modality and used in
the other by means of the translation functions. Multimodal inferences involving the induction of
trandation relations, or the computation of models, on the other hand, are related to deictic inferences.
The use of these two main kinds of multimodal inference strategies is the charaderistic of a multimodal
inference processwhich has a deictic charader.

4. A Notion of Modality

The multimodal system of representation and inferencethat has been il lustrated in this paper has
been developed on the basis of an intuitive notion of moddity that can be daraderized as
representationd. Representational in the sense that a modality is related in our system to a particular
representational language, and information conveyed through a particular modality is represented as
expressons of the language associated with the modality. The reason for taking this paosition is that one
aim of this reseach isto be @le to distinguish what information is expressed in what modality, and to
clarify the notion of multimoda inference If an inference is multimodal, it should be dea how
modalitiesinterad in the inference process

This view contrasts with a more psychologicdly oriented notion in which modalities are
asciated with sensory devices. In this latter view one talks about visual or auditive modality; however,
as information of the same modality can be expressed through different senses (like spoken and written
natural language), and the same sense can be used to perceive information of different modaliti es (written
text and pictures are interpreted through the visual channel) this psychologicd view offers little
theoretica todls to clarify how modalitiesinterad in an inference process and the very notion of modality
isunclea.

One mnsequence of our system is that modalities have to be thought of as related in a systematic
fashion, and this relation is established in terms of a relation of trandation between modality spedfic
representational languages. One of the reasons to adopt Montague’'s smiotic programme is predsely to
model the relation between modaliti es as trandlation between languages.

This view implies also that perceptual mechanisms are related to representational languages in
spedfic ways. a message @n only be interpreted in one modality if the information of the message can be
mapped by the perceptual devices into a well-formed expresson of the representational language
asciated with the modality. The dgorithms mapping information in P to expressions of G, for instance,
are designed relative to the syntadic structure of G. These dgorithms might be different for different
modalities, but once amultimodal system is st up these dgorithms are wired, and are fired automatically
if suitable input information is present to the input device This let usto postulate two kinds of perceptual
devices. physical, like the visual or auditive gparatus, and logicd or conceptual, which relate



information input by physicd sensory devices with modality spedfic representational languages. Whether
these views can be held is matter for further reseach.
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